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Abstract. The variant of representation of various objects on video images in the form of 

samples of space-subband vectors is resulted. The technique of estimation of differences of 

parameters of distribution of multidimensional space-subband vectors of objects image is given. 

As indicators of closeness of two regions of localization of space-subband vectors of different 

objects, the vector of modules of difference of eigenvalues of corresponding spectral matrices of 

different objects, received from corresponding subband covariance matrices of objects, is used. 

Experimental estimations of differences in localization regions of different objects of Copter 

type using their video images are given. It is shown that when there is an obvious external 

similarity of objects, the areas of their localization differ significantly in size and orientation. It 

is shown that the localization region parameters of object vectors are practically invariant to 

object rotations on the image. The possibility of using spatially sub-band vectors and their 
estimates to build the decisive rules for the recognition of different objects on video images is 

shown. 

1. Introduction 
For successful recognition of objects in video images it is necessary to solve a number of interrelated 

tasks: the choice of informative features of recognition objects, the choice of a way to describe the 

features that minimize the computational cost of recognition, the choice of decision-making procedure 
in real time. Specificity of the problem of recognition of objects is a significant a priori uncertainty about 
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the number of classes of objects, their features and characteristics, which does not allow the use of 

traditional methods of object recognition, focused on post-processing data. 

There is a large number of methods and algorithms based on comparison of images, using different 
approaches and mathematical models. To detect and recognize repertoire marks use methods - integral, 

contour and characteristic points, etc. [1]. The method of characteristic points is simple to implement, 

has high speed, but does not provide an invariance to the shift and rotation of the object in the image. 
When integral methods are used, computational costs increase, because position parameters are 

calculated from information about the whole halftone image.  

At a contour method, for recognition contours of repertoire signs are applied. In this case, recognition 

is conducted using the degree of similarity of the found contour and standards.  This degree of similarity 
is determined on the basis of the correlation coefficient [2]. The implementation of this method requires 

the selection and analysis of a contour with high noise immunity. Here the volume of computational 

expenses though decreasing in relation to integral methods remains rather high [3]. 
There is a number of well-proven algorithms of detection of moving objects which are often used in 

video surveillance cameras. However, such algorithms require improvement in terms of recognition of 

objects and do not detect fixed objects. For example, this manifests itself in the detection of small 
unmanned aircraft that may remain stationary for a long time. 

Application of sub-band representation of video images allows saving both spatial and frequency 

structure of the object image [4, 5]. This can give an advantage over other methods that use recognition 

rules with preliminary determination and use of parameters of informativity of recognition signs.  
 

2. Sub-bandwidth presentation of video images and formation of a sample of vectors 

The video image can be represented as pixels with bit representation (e.g. P = 2s, s - bits) of brightness 
levels. The number of bits determines the number of gradations of brightness levels from black to white.  

One line of the image (formed by pixels of the selected fragment of the image) can be represented as 

a vector [6]. 

 𝑆 =  (𝑆1, 𝑆2 , ⋯𝑆𝑄 , ), 𝑞 = 1,… , 𝑄 (1) 

where: Q - number of pixels in a line; q - pixel number; s - number of pixel gradation levels (brightness). 
In a general view, the image column formed by pixels can be similarly represented in the vector 

form. In the future, we will consider line views. 

Change of pixel brightness in the image flow (signal components) will correspond to some "spatial 
frequencies".  

In general, the energies of the signal components are concentrated in a small number of rather narrow 

intervals of the spectrum definition area. With this approach it is possible to divide the frequency axis 

into a number of frequency intervals [5]. 

 ∆𝜔 = 4𝜋/(𝑄 − 1) (2) 

According to the ratio (2) it is possible to split the frequency axis into frequency intervals (sub-bands) 

as follows [5] 

 𝛺𝑘 = [−𝛺1𝑘 , −𝛺2𝑘 ]⋃[𝛺1𝑘 , 𝛺2𝑘],⋯𝑘 = 0,… , 𝐾 (3) 

 𝛺10 = 0; 𝛺20 =
2𝜋

(𝑄−1)
;  𝛺1𝑘 = 𝛺2𝑘−1;  𝛺2𝑘 − 𝛺1𝑘 =

4𝜋

(𝑄−1)
 (4) 

where: K - number of frequency intervals; k - number of frequency interval.  

The sub-band analysis is based on the concept of a part of signal energy falling within a given 
frequency range [5]. 

 𝑃𝑘(𝑆) = ∫
𝜔∈𝛺𝑘

|𝑆(𝜔)|2𝑑𝜔

2𝜋
 (5) 

The representation of the signal directly in the original region can be written as a quadratic form. 
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 𝑈𝑘(𝑆) = 𝑆𝑇𝑨𝑘𝑆 (6) 

where: Аk - subband matrix with elements 

𝑎𝛾𝜉
𝑘 =

sin[𝛺2𝑘(𝛾−𝜉)]−sin[𝛺1𝑘(𝛾−𝜉)]

𝜋(𝛾−𝜉)
 при 𝛾 ≠ 𝜉; 

𝑎𝛾𝜉
𝑘 =

𝛺2𝑘 − 𝛺1𝑘

𝜋
 при 𝛾 = 𝜉;         𝛾, 𝜉 = 1,… , 𝑄. 

The sub-band matrix is calculated for each frequency range k. After conversion (6) the vector (1) is 

actually converted to a vector with dimension k, which can be written as [5, 6]. 

 �⃗⃗⃗� = (

𝑈(1)

𝑈(2)
⋯

𝑈(𝑘)

) = (𝑈(1)   𝑈(2)   …  𝑈(𝑘) )
𝑇 (7) 

where: U - fraction (part) of the signal energy in the frequency range; k = 1, ..., K - frequency range 

number; T - transposition sign. 

The vector of the species (8) can be called a space-subband vector (SSB). 
The image with dimension N per Q pixels can be represented as a sample of N volume vectors with 

dimension K. 

 𝐔(𝑁) = (

𝑈(1)1 𝑈(1)2 ⋯

𝑈(2)1 𝑈(2)2 ⋯
⋯

𝑈(𝑘)1

⋯
𝑈(𝑘)2

⋯
⋯

    

𝑈(1)𝑁

𝑈(2)𝑁
⋯

𝑈(𝑘)𝑁

) (8) 

where: N – the sample size; the first character (in brackets) for U – indicates the number of the frequency 

range; the second character for U (without brackets) – indicates the number of the vector in the sample 

i=1, ..., N. 
In this case, N will indicate the number of rows in the image, and K the number of frequency intervals 

(sub-bands). 

 

3. Methodology for estimation of differences in the distribution parameters of multidimensional 

space-sub-band vectors of object images 

In general, the SSB is a multidimensional random value. Moreover, its dimension is equal to the number 

of frequency intervals (sub-bands). This is determined by the fact that the process of image formation is 
subject to random perturbations, the probability nature of which affects all stages. This assumption 

allows using a statistical approach to obtaining estimates of SSB sample distribution. Probabilistic 

distribution of the sample can be characterized by two moments - the first initial (mathematical 

expectation) and the second central (covariance matrix) [7 11]. Estimation of the sample mathematical 
expectation vector (ME) (8) is determined by expression [7]. 

 �⃗⃗⃗⃗� =
1

𝑁
∑ 𝐔𝑖

⃗⃗⃗⃗⃗𝑁
𝑖=1  (9) 

The vector �⃗⃗⃗⃗� size is K. The covariance matrix estimation is calculated in accordance with the 
expression [7]. 

 M=
1

𝑁−1
∑ (𝐔𝑖

⃗⃗⃗⃗⃗ − �⃗⃗⃗⃗�)𝑁
𝑖=1 (𝐔𝑖

⃗⃗⃗⃗⃗ − �⃗⃗⃗⃗�)
𝑇
 (10) 

Elements of the covariance matrix M reflect the degree of statistical connection of elements of the 

source vector of fixed parameters with each other. In fact, it is a sub-band covariance matrix (SCM) 

with dimensions K×K. 
Using SCM, it is possible to determine the area of source space, inside which a random vector is 

localized �⃗⃗⃗�. Such an area can be called a localization area (LA). 
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Consider the geometric interpretation of LA [8]. At 0Mdet , you can write an expression for r - a 

measured ellipsoid of constant probability density )P(U


 [8]. 

 (𝐔𝑖
⃗⃗⃗⃗⃗ − �⃗⃗⃗⃗�)

𝑇
𝐌(𝐔𝑖

⃗⃗⃗⃗⃗ − �⃗⃗⃗⃗�) = 𝑑2 (11) 

for any d > 0. The center of this ellipsoid is determined by vector components �⃗⃗⃗⃗�. The spread relative to 
the center is determined by SCM M elements. 

Such an ellipsoid can serve as an approximate LA model of the vector �⃗⃗⃗� [8]. The physical sense of 

LA is that its dimensionality and form reflect the degree of statistical connection of the random vector 

elements �⃗⃗⃗� among themselves, i.e. their pairwise correlation. Distinctions of statistical properties of (or 

images of objects), and hence the objects themselves, differing in size, shape and intensity of brightness, 

with such geometric interpretation of the concept of LA acquire clarity and concrete content [9]. 

As indicators of the proximity of the two regions of localization of SSB of different objects, can be 

used vector l


  modules of differences of eigenvalues kl , K,...,1=k , corresponding to the spectral 

matrices 1Λ of object 1 and 2Λ  object 2 [9]. 

 ∆𝑙 = [

|∆𝑙1|

|∆𝑙2|
⋯

|∆𝑙𝑘|

] =

[
 
 
 
|𝑙1

1 − 𝑙1
2|

|𝑙2
1 − 𝑙2

2|
⋯

|𝑙𝑘
1 − 𝑙𝑘

2|]
 
 
 

 (12) 

where: the upper index at l indicates the object number, the lower index indicates the number of the 

spectral matrix eigenvalue corresponding to the frequency range number. 

Eigenvalues of the SCM M can be found by solving the characteristic equation, which is written in 
the form [10]. 

 |𝐌 − 𝑙𝐈| = 0 (13) 

where: I - a single matrix. 
 

4. Experimental study of the differences in parameters of the regions of localization of space-

subband vectors of the object image 

Using the above method, experimental studies were carried out to assess differences in LA parameters 
of various small unmanned aerial vehicles (UAVs) of the copter type on video images. 

Figures 1 and 2 show images of objects used for experimental studies. 

 

 

 

 

Figure 1. Object 1 (copter 1).  Figure 2. Object 2 (copter 2). 

 

Figures 3 and 4 show the values of vector sizes �⃗⃗⃗� in logarithmic scale (dB) calculated for copter 1 

and copter 2 images, respectively. The number of frequency intervals was selected as K=12. 
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Figure 3. Values of �⃗⃗⃗� copter vectors 1.  Figure 4. Values of �⃗⃗⃗� copter vectors 2. 

 
Having compared these drawings, it is possible to notice that the spatial-frequency structure of 

images of these objects has differences. It is possible to estimate numerical values of distinctions, having 

received estimations of a vector LA (10), SCM (11) and a vector l


  of modules of distinctions of own 

values (12). 

Figure 5 shows the numerical values of the vector components �⃗⃗⃗⃗� (on a logarithmic scale) for images 

of copter 1 (blue) and copter 2 (red). 

Figure 6 shows the numeric values of vector components of eigenvalues kl  (in logarithmic scale) at 

K=12 for images of copter 1 (blue color) and copter 2 (red color).  

 

 

 

Figure 5. Values of the �⃗⃗⃗⃗� copter 1 and copter 
2 components.  

 Figure 6. Values of the kl  copter 1 and copter 2 

components. 

Figure 7 shows the numerical values of vector components l


  for two objects (in logarithmic scale). 

Having analyzed the numerical values of the difference LA of copter 1 and copter 2 images, we can 

conclude that with the explicit external similarity of objects, their localization areas are significantly 

different in size and orientation. This suggests the possibility of developing decisive rules for the 
recognition of objects in video images using the evaluation of moments of distribution of SSB. 
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Figure 7. Value of the component of the 

l


  vector. 

Besides, researches of LA parameters of one and the same object depending on spatial position, i.e. 
invariance to object turns on the image, are of great importance. 

These experimental studies will be carried out using the method described above. 

Figures 8 and 9 show the images of the object from different angles, used for experimental studies. 

Figure 8 shows the angle of 1, figure 9 shows the angle of 2. 

 

 

 

Figure 8. Angle 1.  Figure 9. Angle 2. 

Figure 10 shows the numerical values of vector components �⃗⃗⃗⃗� (in logarithmic scale), for copter 

images, angle 1 (blue) and angle 2 (red). 

Figure 11 shows the numerical values of vector components of eigenvalues kl  (in logarithmic scale) 

at K=12 for images of the image copter in angle 1 (blue color) and angle 2 (red color). 

 

 

 

Figure 10. Values of vector 

components �⃗⃗⃗⃗� angles 1 and 2. 

 Figure 11. Values of vector 

components kl  angles 1 and 2. 

Figure 12 shows the numerical values of vector components l


  (in logarithmic scale). 
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Figure 12. Value of vector 

components l


  for copter image 

at different angles. 

The analysis of figures 10 - 12 shows that estimates of LA parameters do not have significant 
differences. The graphs in figures 10 and 11 practically coincide. Numerical values of vector 

components l


  are several orders less than at comparison of two different objects. It allows to conclude 

that LA parameters of an object are invariant to its rotation in the image. Such property of LA parameters 

gives preconditions for creating decisive rules for recognition of different objects. In this case, the 
observation angle of the object will not have a significant impact on the recognition quality. 

 

5. Conclusion 

This article shows the possibility of representing different objects in video images as samples of space-

sub-band vectors based on sub-band analysis and signal synthesis methods. 

Assuming that the SSB is a multidimensional random value, the main moments of distribution are 
determined - the vector of mathematical expectation and the sub-band covariance matrix. And 

components of the vector of mathematical expectation determine the center of an ellipsoid (or areas of 

localization of SSB). Spread relative to the center is determined by SCM elements. 

Methodology for estimating differences in distribution parameters of multidimensional space-sub-
band vectors of object image is developed. As indicators of closeness of two regions of localization of 

SSB of various objects, the vector of modules of differences of eigenvalues of corresponding spectral 

matrices of various objects, received from corresponding SCM objects, is used. 
Experimental researches on estimation of differences in LA of different objects of copter type, using 

their video images, have been conducted. It is shown, that at obvious external similarity of objects, areas 

of their localization essentially differ in sizes and orientation. It supposes the possibility of development 

of the decisive rules of recognition of objects on video images with the use of estimates of moments of 
distribution of SSB. 

Experimental researches of LA parameters of one and the same object depending on spatial position 

(turn) are carried out. The analysis of LA parameters allowed to conclude that they are practically 
invariant to the object turns on the image. 

Carried out researches allow to draw a conclusion, that with the use of SSB and their estimations it 

is possible to construct the decisive rules of recognition of different objects on video images. 
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